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Abstract. A model is proposed for the representation of context by
means of open logic theories parameterized by metavariables covered by
constraints. The model is formalized and implemented using constraint
logic and metalogic programming notions. Accommodation, understood
as the process of extracting presuppositions embedded in a discourse or,
in general, extracting the contents embedded in a stream of observations,
fits naturally into this model as abduction. A possible worlds’ semantics
is given similar to a proposal given by Stalnaker.

1 Introduction

Context in linguistics and artificial intelligence usually refers to the amount of
common knowledge shared among the participants in a discourse or to the know-
ledge currently held by an agent attending a discourse. As the discourse proceeds,
more and more knowledge is gained which means that the context becomes
more and more specific as the result of an accommodation process. This paper
describes an abstract model and implementation of context and accommodation
which can be seen as a formalization of Stalnaker’s informal characterization
summarized in [13], which inspired to this more systematic presentation based
on earlier ad hoc experiments with simplified natural language analysis by means
of abduction in a metalogic setting [4,5]. For a full version of this paper with
more details, examples and comprehensive references, see [9].

2 The basic model

In order to model the dynamic evolution of context, i.e., accommodation, we
consider open logic theories useful. A theory being open means, at the semantic
level, that several interpretations (i.e., worlds in a Kripke-style semantics) are
possible, namely all those that are compatible with the knowledge gained from
the discourse so far, perhaps restricted within a set of “reasonable” interpre-
tations (worlds). We distinguish between an object language in which theories
about states of affairs can be formulated and a metalanguage in which properties
about such theories are expressed. Some object sentences are closed theories and
we assume a set of possible worlds and a semantic function w mapping each



closed theory T' into a world w(T')."! An entailment relation w |= s is assumed
with the intended meaning that object sentence s holds in w; for a set of worlds
W we write W = s iff w = s for all w € W. A naming relation is assumed, giving
for each element o of the object language a metalevel term [o] which serves as
a name for 0. An open theory arises when parts of the name for a theory are
left out, indicating their positions by metavariables. Metavariables inside name
terms are indicated by reverse brackets so, e.g., [p(Y) «— |B]] is a scheme for
names of object clauses whose head is p(Y') and whose body is unknown, indi-
cated by the metavariable B. A metalevel term which can be instantiated to the
name of a theory is said to be of theory type.

A contextis apair K = (T, () where T is a metalevel term of theory type and
C a metalevel formula; T is called the theory part and C the constraint part of K.
The intended meaning is that a given context captures all those possible worlds
contained in the open theory represented by T, however, only those permitted
by C. We make this precise by the following definition: The contezt set for a
context (T, C') is the set of worlds W((T, C'}) defined as

W{T,C)) = {w(t)|([t],C") is a ground instance of (T, C) in which C’ is true}

Open theories fit well with accommodation understood as specialization and with
abduction applied as the means for specialization; abduction means to reason
backwards using rules already present in the context, as background knowledge
or perhaps learned during the discourse, in order to identify contextual facts that
can explain the observed actions (utterances, sensor signals, etc.). We assume
a class Action of object formulas (typically facts) called actions; a sequence of
actions is called a discourse. A specialization of a context (T, C) is a new context
(T, C A S)o where o is a metalevel substitution and S a metalevel formula. An
accommodation function is a function

accomodate : Context x Action — Context

where accommodate( K, A)is a specialization of K'; Context refers to the set of all
contexts. An accommodation function is extended for sequences of actions in the
natural way, and if it reaches a context T with W (T) = @, it is said to fail. Some
nonmonotonic aspects can be accounted for by allowing accommodation func-
tions to be nondeterministic in the sense that they may produce more than one
resulting new context; this fits with the backtracking provided by an implementa-
tion in logic programming. We require that an accommodation function satisfies
the property that, for all contexts K and actions A, W(accomodate(K, A)) = A,
a definition that includes abduction and induction as special cases. Accommoda-
tion starts from an initial contexrt which may include “background knowledge”

! There are no open theories represented at the object level, openness is obtained by
parameterization at the metalevel. We chose the closed-theory—single-world formu-
lation in order to stress that the interesting degrees of freedom are expressed at the
level of open theories. The framework can easily be extended for, say, disjunctive
object theories, by having w(t) to be a (finite) set of worlds.



as well as metaknowledge to guide the accommodation function corresponding
to, e.g., integrity constraints in database update, “bias” in inductive logic pro-
gramming, or the “abducibles” in abduction.

3 Representation in metalogic programming

This model can be embedded in the DrEmo system [5, 8] which is a constraint-
based metaprogramming systems built on top of Prolog. The object language
is that of positive Horn clauses and we let w(P) be the least Herbrand model
of P for any such program. The most important metalevel predicates are two
proof predicates demo([P], [@]) and fails([P], [@]) with the meaning that ob-
ject query @) succeeds, resp. fails, in the object program P. The interesting
property of this system is the reversibility of demo: It works correctly also when
the program argument contains metavariables standing for unknown parts of the
object program. In this case, the execution of demo may generate object pro-
grams which make the object query provable. The fails predicate works basically
as a metalevel version of negation-as-failure that delays subcomputations for the
“missing parts” of the object program, thus providing an incremental evaluation
of integrity constraints [6].

We can sketch the implementation of accommodation by the following meta-
level query which captures the accommodation of a single action.

abd(A), fails([CT & IC & |A]7, [1]), demo([CT & |A]], [Action])

The ‘abd’ predicate defines object programs consisting of abducible atoms, CT
is the know part of the theory in the current context. Integrity constraints are
specified by an object program IC defining the predicate L. The metavariable A
is the “opening” in the current context which will be partly instantiated during
the execution of this query as to reach a new context in which the observed
Action can be explained. See [5,7,9] for examples.

4 Related work

Compared with earlier models of context, e.g., [1,12] and successors, this is a
simplification in the sense that the general mechanism of abduction only refers to
rules appearing in a description of the current domain so that an additional and
orthogonal layer of so-called lifting rules or specialized modal operators becomes
unnecessary. The model proposed here can host many existing knowledge rep-
resentation formalisms, e.g., conceptual structures [14], terminological logic [2],
and various other apparata biased towards the syntax and semantics of natural
language. The fact that the framework is embedded in logic programming pro-
vides a direct interface to syntax analysis methods of which numerous have been
described in the literature.

The use of abduction for natural language analysis is not new, e.g., [10]; our
contribution is mainly at the semantic level, giving a new formulation in a meta-
logic setting which integrates abduction with open theories and possible worlds’



semantics. Open logic theories have been studied in different shapes, e.g. [11,
15]. Our version differs from the mentioned by a more “fine-grained” parameter-
ization obtained by metavariables that may stand in arbitrary positions in the
expression naming the theory and controlled by arbitrary metalogic constraints.
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